

Scheme of Examination PGDCA

(Session 2009-10)

Paper Code
Nomenclature
Max. Marks
Pass Marks

CS-DE-11
Computer Fundamentals and Programming in C
100
40

CS-DE-12
Software Engineering
100
40

CS-DE-13
Computer Organization
100
40

CS-DE-14
Data Structures
100
40

CS-DE-15
PC-Software
100
40

CS-DE-16
Computer Networks
100
40

CS-DE-17
Software Lab – I 
Programming using C
100
40

CS-DE-18
Software Lab – II 
PC-Software
100
40

Total Marks 
800


Note: (1) 
Scheme & Syllabi of PGDCA, M.Sc. Computer Science (Software) 1st year and MCA 1st year 


are same.


(2) 
A candidate seeking admission to PGDCA should have passed three years Bachelor 


Degree in any discipline or degree equivalent thereto from a recognized university.

Scheme of Examination -M.Sc. Computer Science (Software)

Paper Code
Nomenclature
Max. Marks
Pass Marks

First Year

CS-DE-11
Computer Fundamentals and Programming in C
100
40

CS-DE-12
Software Engineering
100
40

CS-DE-13
Computer Organization
100
40

CS-DE-14
Data Structures
100
40

CS-DE-15
PC-Software
100
40

CS-DE-16
Computer Networks
100
40

CS-DE-17
Software Lab – I 
Programming using C
100
40

CS-DE-18
Software Lab – II 
PC-Software
100
40

Total Marks 
800


Second Year 

CS-DE-21
Computer Graphics
100
40

CS-DE-22
Object Oriented Methodologies & C++
100
40

CS-DE-23
System Simulation
100
40

CS-DE-24
Operating System
100
40

CS-DE-25
Database Systems
100
40

CS-DE-26
Elective – I
100
40

CS-DE-27
Software Lab – I 
Programming using C++
100
40

CS-DE-28
Software Lab – II 
Oracle
100
40

Total Marks 
800


Scheme of Examination (MCA)

Paper Code
Nomenclature
Max. Marks
Pass Marks

First Year

CS-DE-11
Computer Fundamentals and Programming in C
100
40

CS-DE-12
Software Engineering
100
40

CS-DE-13
Computer Organization
100
40

CS-DE-14
Data Structures
100
40

CS-DE-15
PC-Software
100
40

CS-DE-16
Computer Networks
100
40

CS-DE-17
Software Lab – I 
Programming using C
100
40

CS-DE-18
Software Lab – II 
PC-Software
100
40

Total 
800


Second Year

CS-DE-21
Computer Graphics
100
40

CS-DE-22
Object Oriented Methodologies & C++
100
40

CS-DE-23
System Simulation
100
40

CS-DE-24
Operating Systems
100
40

CS-DE-25
Database Systems
100
40

CS-DE-26
Elective – I
100
40

CS-DE-27
Software Lab – I 
Programming using C++
100
40

CS-DE-28
Software Lab – II 
Oracle
100
40

Total Marks 
800


CS-DE-11 Computer Fundamentals and Programming in C

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT-I

Computer Fundamentals: Definition, Block Diagram along with Computer components, characteristics & classification of computers, hardware & software, types of software, Introduction to Compiler, Assembler, and Interpreter. 

Operating System: Definition, functions, different types – single user, multi user, time sharing, multiprogramming, batch processing, real time etc.

Planning the Computer Program: Concept of problem solving, Problem definition, Program design, Debugging, Types of errors in programming, Documentation. 

Techniques of Problem Solving: Flowcharting, decision table, algorithms, Structured programming concepts, Programming methodologies viz. top-down and bottom-up programming.

Overview of C: History of C, Importance of C, Structure of a C Program.

Elements of C: C character set, identifiers and keywords, Data types, Constants and Variables.

Operators:  Arithmetic, relational, logical, bitwise, unary, assignment   and conditional operators and their hierarchy & associativity.

UNIT-II

Input/output: Unformatted & formatted I/O function in C.

Control statements:  Sequencing, Selection: if and switch statement; alternation, Repetition: for, while, and do-while loop; break, continue, goto.

Functions: Definition, prototype, passing parameters, recursion.

Storage classes in C: auto, extern, register and static storage class, their scope, storage, & lifetime.

Arrays: Definition, types, initialization, processing an array, passing arrays to functions, Strings.

Pointers:  Declaration, operations on pointers, pointers and arrays, dynamic memory allocation, pointers and functions, pointers and strings.

Structure & Union: Definition, processing, Structure and pointers, passing structures to functions.

Data files: Opening and closing a file, I/O operations on files, Error handling during I/O operation, Random access to files.

Text Books:

1. Sinha, P.K. & Sinha, Priti, “Computer Fundamentals”, BPB

2. Dromey, R.G., “How to Solve it By Computer”, PHI

3. Gottfried, Byron S., “Programming with C”, Tata McGraw Hill

4. Balagurusamy, E., “Programming in ANSI C”, McGraw-Hill

Reference Books:

1. Jeri R.  Hanly & Elliot P.  Koffman, “Problem Solving and Program Design in C”, Addison Wesley.

2. Yashwant Kanetker, “Let us C”, BPB

3. Norton, Peter, “Introduction to Computers”, McGraw-Hill

4. Leon, Alexis & Leon, Mathews, “Introduction to Computers”, Leon Tech World

5. Rajaraman, V., “Fundamentals of Computers”, PHI

6. Rajaraman, V., “Computer Programming in C”,  PHI

CS-DE-12 Software Engineering

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Student will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

Unit-I

Introduction: Software Crisis-problem and causes, Software Processes, Software life cycle models: Waterfall, Prototype, Evolutionary and Spiral models, Overview of Quality Standards like ISO 9001, SEI-CMM, CMMI, PCMM, Six Sigma.

Software Metrics: Size Metrics like LOC, Token Count, Function Count, Design Metrics, Data Structure Metrics, Information Flow Metrics, cyclomatic complexity, Halstead Complexity measures. 

Software Project Planning: Cost estimation, static, Single and multivariate models, COCOMO model, Putnam Resource Allocation Model, Risk management, project scheduling, personnel planning, team structure, Software configuration management, quality assurance, project monitoring.

Software Requirement Analysis and Specifications: Structured Analysis, Data Flow Diagrams, Data Dictionaries, Entity-Relationship diagrams, Software Requirement and Specifications, Behavioral and non-behavioral requirements.

Unit-II

Software Design: Design fundamentals, problem partitioning and abstraction, design methodology, Cohesion & Coupling, Classification of Cohesiveness & Coupling, Function Oriented Design, and User Interface Design.

Coding: Programming style, structured programming.

Software reliability: metric and specification, Musa and JM reliability model, fault avoidance and tolerance, exception handling, defensive programming.

Software Testing: Testing fundamentals, Functional testing: Boundary Value Analysis, Equivalence class testing, Decision table testing, Cause effect graphing, Structural testing: Control flow based and data flow based testing, loop testing, mutation testing, load, stress and performance testing, software testing strategies: unit testing, integration testing, Validation testing, System testing, Alpha and Beta testing, debugging.

Static Testing Strategies: Formal Technical Reviews (Peer Reviews), Walk Through, Code Inspection, Compliance with Design and Coding Standards.

Software Maintenance: Management of Maintenance, Maintenance Process, maintenance characteristics, maintainability, maintenance tasks, and maintenance side effects, Reverse Engineering, Software Re-engineering, Configuration Management, Documentation.

Text Books:

1. Pressman R. S., “Software Engineering – A Practitioner’s Approach”, Tata McGraw Hill. 

2. Jalote P., “An Integrated approach to Software Engineering”, Narosa. 

Reference Books:

1. Sommerville, “Software Engineering”, Addison Wesley. 

2. Fairley R., “Software Engineering Concepts”, Tata McGraw Hill. 

3. James Peter, W Pedrycz, “Software Engineering”, John Wiley & Sons. 

CS-DE-13 Computer Organization

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Student will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT-I

Information Representation: Number systems, BCD codes, Character codes – ASCII, EBCDIC, Unicode, Error Detecting and Correcting codes, Fixed-point and Floating-point representation of numbers. Binary arithmetic, Booths multiplication.

Binary Logic: Boolean algebra, Boolean functions, truth tables, canonical   and standard forms, simplification of Boolean functions, Digital logic gates.

Combinational Logic: Design procedure, Adders, Subtractors, Code Conversion, Analysis procedure, Multilevel NAND & NOR Circuits, XOR & XNOR functions Encoders, Decoders, Multiplexers, Demultiplexers and Comparators, Binary Parallel Adder, BCD Adder

UNIT-II

Sequential Logic: Flip-flops, Shift registers and Counters.

Memory System: Memory parameters, Semiconductor RAMs, ROMs, Magnetic and Optical storage devices, Flash memory.

CPU Organization: Processor organization, Machine instructions, instruction cycles, instruction formats and addressing modes, microprogramming concepts, and micro program sequencer.

I/O Organization: I/O interface, Interrupt structure, transfer of information between CPU/memory and I/O devices, and IOPs. 

Text Books:

1. Mano, M. Morris, “Digital Logic and Computer Design”, Prentice Hall of India Pvt. Ltd.

2. Rajaraman, V., Radhakrishanan,T., “An Introduction To Digital Computer Design”, Prentice Hall of India Pvt. Ltd.

Reference Books:

1. Hayes, J.P., “Computer Architecture and Organization”, McGraw Hill

2. Tanebaum A.S., “Structured Computer Organization”, Prentice Hall of India Pvt. Ltd.

3. Stallings W., “Computer Organization and Architecture”, Prentice Hall of India Pvt. Ltd.

CS-DE-14 Data StructureS

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Student will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT –I

Introduction to Data Structures: Primitive and Composite, Arrays, Matrices, Sparse Matrices, Linear Search, Binary Search, Insertion Sort, Selection Sort, Bubble Sort, String, Representation and Manipulation, Complexity of Algorithms, Records and Pointers. 

Linked Lists: Searching, Insertion, Deletion, Sorted Linked List, Circular List, Header List, Two – Way List;

Stacks, Queues , Recursion, Quick Sort, Linked and Array representation of Stacks, Queues, and Dequeues, Polish Notation, Priority Queues,

UNIT –II

Trees: Binary Trees, Threaded Binary Trees, Balanced Tree, Different tree traversal algorithms, Binary Search Tree, Huffman Tree, Heap Sort, AVL Search Trees, B Trees, m-way Search Trees.

Representation of Graphs and Applications: Adjacency Matrix, Path Matrix, Warshall’s Algorithm, Linked Representation of a Graph, Traversing a Graph;

Sorting and Searching: Radix Sort, Merge Sort, Hashing.

Text Books:

1. Seymour Lipschutz, “Data Structures”, Tata Mcgrraw- Hill Publishing Company Limited,   Schaum’s Outlines, New Delhi.

2. Yedidyan Langsam, Moshe J. Augenstein, and Aaron M. Tenenbaum, “Data Structures Using C”, Prentice- Hall of India Pvt. Ltd., New Delhi.

Reference Books:

1. Trembley, J.P. And Sorenson P.G., “An Introduction to Data Structures With Applications”, McGraw- Hill International Student Edition, New York.

2. Mark Allen Weiss, “Data Structures and Algorithm Analysis in C”, Addison- Wesley, (An Imprint of Pearson Education), Mexico City. Prentice- Hall of India Pvt. Ltd., New Delhi.

CS-DE-15 PC-SOFTWARE

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Student will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

MS Windows: Features of Windows; Various versions of Windows & its use; My Computer & Recycle bin; Desktop, Icons and Windows Explorer; Dialog Boxes & Toolbars; Working with Files & Folders; simple operations like copy, delete, moving of files and folders  from one drive to another, Accessories and Windows Settings using Control Panel. 

MS Word: Features & applications. Menus &  Commands; Toolbars & Buttons; Shortcut Menus, Wizards &  Templates; Different Page Views and  layouts; Applying various Text Enhancements; Working with – Styles,  Text Attributes; Paragraph and Page Formatting; Text Editing using  various features; Creation & Working with Tables; Adding  References and Graphics; Mail Merge, Envelops & Mailing Labels.   Importing and exporting to and from various formats. Spell check, thesaurus.

MS PowerPoint: 
Applications, Working with MS  PowerPoint; Creating a New Presentation; Using Wizards; Slides & its different views; Inserting, Deleting and  Copying of Slides; Working with Notes, Handouts, Columns & Lists;  Adding Graphics, Sounds and Movies to a Slide; Working with  PowerPoint Objects; Designing & Presentation of a Slide Show; 

UNIT – II

MS Excel: 
Applications, concepts of Workbook & Worksheets; Using Wizards; Various Data Types; Using different features with Data, Cell and Texts; Inserting, Removing & Resizing of Columns & Rows; Working with Data & Ranges; Different Views of Worksheets; Column Freezing, Labels, Hiding, Splitting etc.; Use of Formulas, Calculations & Functions; Cell Formatting including Borders & Shading; Working with Different Chart Types.

Database system: Components, three schema architecture of database, advantages and disadvantages of database systems, Relational Data model, Entity Relationship Model as a tool of conceptual design, ER diagram. 

MS Access:  Parts of an Access Window, Tool Bars and Their Icons, Creating a New Database, Creating a Database through Table Wizard, Creating a New Table, Relationships, Creating Table through Design View, Relationship, Query, Forms, Reports, Import/export tables etc.

Text Books: 

1. Taxali, R. K., “PC Software for Windows made simple”, Tata McGraw Hill.

2. Blackburn, Andrew, “MS Windows XP Home Edition Complete”, Laxmi Publications.

Reference Books:

1. Windows XP Complete Reference. BPB Publications 

2. MS Office XP complete BPB publication 

3. MS Windows XP Home edition complete, BPB Publications 

CS–DE–16 COMPUTER NETWORKS

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours


Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

                                                               UNIT – I

Introduction to Computer Networks and its uses; Types of Computer Networks: Classification by area, Classification by topology, Switched networks; Public and Private Networks;

Introduction to network design issues: addressing, routing, reliability, security, flow control, error control, media access control; Networking models: decentralized, centralized, distributed, client/server, peer-to-peer, web-based, emerging file sharing model;

Data transmission modes; Analog and Digital communication; Capacity of a channel: bit rate, bandwidth, baud; Switching; Multiplexing;

Network architecture: protocols, services and OSI reference model;

Transmission media: Copper media, Fiber-Optic media, Wireless communication, Satellite communication; Introduction to Wireless networks and wireless technologies; 

Network hardware components: connectors, transceivers & media converters, repeaters, network interface cards and PC cards, bridges, switches, routers, gateways;  

Introduction to LAN technologies: Ethernet, switched Ethernet, VLAN, fast Ethernet, gigabit Ethernet, token ring, FDDI, Wireless LANs; Bluetooth; 

UNIT – II

Introduction to the Internet; Internet history; Internet and Intranet; Internet Services; TCP/IP model and its protocols (TCP, UDP, IP); IP addresses(IPv4); Next generation Internet Protocol ( IPv6); IP address resolution- DNS; 

Internet Technology and Protocols: E-mail ; Working with E-Mail: Opening of E-Mail account; E-Mail organization; Parts of E-Mail text; Working with messages – send, read, reply, delete, forward, attachments, signature, address book etc.; E-Mail Protocols - SMTP, MIME, POP; 

 File transfer and FTP; Remote login using TELNET; World Wide Web and HTTP; Web Browsers; Internet Search Engines; Uniform Resource Locator(URL); Web Servers; Popular Web Browsers and Search Engines; Working of Internet Explorer; Saving, Downloading, and Printing documents from the Web; 

Internet Connection: Dialup; Leased line; Analog and Cable Modems; DSL service; Home Networking concepts; Internet Service Provider;

Internet Security issues: Threats and Attacks; Security measures; Firewalls; Encryption; Authentication; Virtual Private Networks;

Text Books:

1. Michael A. Gallo, William M. Hancock, “Computer Communications and Networking Technologies”, CENGAGE Learning.

Reference Books:

1. Andrew S. Tanenbaum, “Computer Networks”, Pearson.

2. P.K. Sinha, “Foundations of Computing”, BPB.

3. James F. Kurose, Keith W. Ross, “Computer Networking”, Pearson.

4. Behrouz A Forouzan, “Data Communications and Networking”, McGraw Hill.

CS-DE-21 COMPUTER GRAPHICS 

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours


Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

Introduction: Survey of Computer Graphics and its applications, Components and working of Interactive Graphics, Display Processors;

Graphic Devices: Raster scan and Random Scan displays, Resolution, Aspect Ratio, Refresh CRT, Color CRT monitors, LookUp tables, Plasma Panel and LCD monitors, interlacing, grey shades; Interactive Input Devices: keyboard, mouse, trackball, joystick, light pen, digitizing tablet, image scanners, voice system; Hard Copy Devices: printers, plotters;

Drawing Geometry: Coordinate Systems; Output Primitives: symmetrical and simple DDA line drawing algorithm, Bresenham’s line drawing, loading frame buffer; symmetrical DDA for drawing circle, Polynomial method for circle drawing; circle drawing using polar coordinates, Bresenham’s circle drawing; generation of ellipse; parametric representation of cubic curves, drawing Bezier curves; 

Filling: Stack-based seed fill algorithm, Scan-line seed fill algorithm

UNIT – II

2-D Transformations: translation, rotation, scaling, matrix representations and homogeneous coordinates, composite transformations, general pivot point rotation, general fixed point scaling, shearing; reflection about X Axis and Y Axis; Reflection about Straight lines;, Reflection through an Arbitrary Line;

2-D Viewing: window, viewport; 2-D viewing transformation, zooming, panning; Clipping operations: point and line clipping, Cohen-Sutherland line clipping, mid-point subdivision line clipping, Liang-Barsky line clipping, Sutherland-Hodgman polygon clipping;

Interactive input techniques; pointing and positioning; rubber band technique; dragging;

3-D Graphics: 3-D modeling of objects, 3D transformation matrices for translation, scaling and rotation, parallel projection: Orthographic and oblique projection; perspective projection; Hidden surface removal: Z-buffer,  scan line, depth-sorting, area subdivision;

Shading: Modelling light intensities, Gouraud shading, Phong shading;

Introduction to animation; Tweening; Morphing;

Text books:

1. Donald Hearn, M. Pauline Baker, Computer Graphics, PHI.

Reference books:

1. D.P. Mukherjee, Fundamentals of Computer Graphics and Multimedia, PHI.

2. Newmann & Sproull, Principles of Interactive Computer Graphics, McGraw Hill.

3. Foley etc., Computer Graphics Principles & Practice, Addison Wesley.

4. Rogers, Procedural Elements of Computer Graphics, McGraw Hill.

5. Anirban Mukhopadhyay, Arup Chattopadhyay, Introduction to Computer Graphics and Multimedia, Vikas.

6. Zhigang Xiang, Roy Plastock, Computer Graphics, Tata McGraw Hill.

CS-DE-22 OBJECT ORIENTED METHODOLOGIES AND C++

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours


Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

UML: Principles of modeling, UML Things – Structural, Behavioral, Grouping, Annotational. Relationships in UML – Dependency, Association, Generalization, Realization. Diagrams in UML – Class diagram, Object diagram, Use-Case diagram, Sequence diagram, Collaboration diagram, Statechart diagram, Activity diagram, Component diagram, Deployment diagram. UML Semantic Rules – Names, Scope, Visibility, Integrity, Execution. Mechanisms in the UML – Specifications, Adornments, Common Divisions, Extensibility Mechanisms.

Object-Orientated Methodology: Object Modeling Technique (OMT) methodology, Object Model – Links and Associations, Link attributes & Link class, Multiplicity, Role names, Ordering, Qualification, Aggregation, Generalization & Inheritance, Abstract class. Dynamic Modeling: Event, State, Activity, Action, Conditions, Scenario, Event Trace diagram, Statechart, Nested state diagrams. Functional Modeling: Data Flow Diagram (DFD), nested DFD, control flows. 

System Design: Breaking a system into subsystem, identifying concurrency, allocating subsystems to processors and tasks, management of data stores, handling global resources, choosing software control implementation, handling boundary conditions, setting trade-off priorities. Object Design: Combining object, dynamic and functional models, Designing algorithms, design optimization, implementation of control, adjustment of inheritance, design of associations, object presentation, physical packaging.

UNIT – II

Introduction to C++: Class and Objects, Inline functions, Static data members and member functions, Dynamic memory allocation and deallocation, constructors and destructors, array of pointers to object, preprocessor directives. Console I/O: Hierarchy of console stream classes, unformatted and formatted I/O operations, Manipulators.

Operator Overloading: Overloading unary and binary; arithmetic and relational operators.

Friend Function and Type Conversion: Friend function, Function overloading, overloading operators through friend function. Basic type conversion, conversion between Objects and Basic Types, conversion between objects of different classes

Inheritance: Derivation Rules, Different forms of inheritance, Roles of constructors and destructors in inheritance. Virtual Functions: Virtual functions and their needs, Pure virtual function, virtual destructor, virtual derivation, abstract class.

Generic Programming & Exception Handling: Template functions, Template class, Exception handling features of C++. File Handling: Hierarchy of File Stream classes, Opening and Closing files, File modes, testing for errors, File pointers and their manipulations, ASCII & Binary files, Sequential and Random access files.

Text Books:

1. Grady Booch, James Rumbaugh, Ivar Jacobson, The Unified Modeling Language User Guide, Pearson  education, 2007

2. M. Blaha, J. Rumbaugh, Object-Oriented Modeling and Design with UML, Pearson Education-2007

3. Bjarne Stroustrup, The C++ Programming Language, Pearson

4. Herbert Schildt, C++, The Complete Reference, Tata McGraw-Hill

Reference Books:

1. J. Rumbaugh, M. Blaha, W. Premerlani, F. Eddy, W. Lorensen, Object-Oriented Modeling and Design, Prentice Hall of India-1998

2. Satzinger, Jackson, Burd, Object-Oriented Analysis & Design with the Unified Process, Thomson-2007

3. Grady Booch, Object Oriented Analysis & Design, Addison Wesley-1994

4. Robert Lafore, Object Oriented Programming in C++,

5. Lippman, C++ Primer, 3/e, Addison-Wesley

6. Balaguruswami, E., Object Oriented Programming In C++, Tata McGraw-Hill

CS-DE-23 System Simulation

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT –I

Systems concepts: System approach to problem solving, Characteristics of Systems, State of the system, System boundaries and environment;

Modeling and Simulation:  Need of studying models, Type of Models. Principles and Nature of Computer Modeling and Simulation, When to use simulation, Limitations of Simulation.

Simulation Concepts: Concepts of Continuous /Discrete System simulations with the help of examples, Numerical Integration vs. Continuous Simulation, Analog vs. Digital Simulation, and  Hybrid Simulation.

Generation of Random Numbers: Generation of uniformly / non-uniformly distributed pseudo random numbers, Monte Carlo Computations vs. Stochastic Simulation. 

Case Studies:  Simulation of Pure Pursuit Problem, Chemical Reactor; Servo System, and Water Reservoir System. 

UNIT –II

Simulation of Queuing System: Rudiments of queuing theory, Simulation of Single Server , Two Server and M-Server Queuing Systems.

Simulation in Inventory Control and Forecasting: Elements of Inventory theory, Generation of Poisson and Erlang Variates, Use of Forecasting and Regression analysis in simulation.

Design of Simulation Experiments: Run length of Static/Dynamic Simulation Experiments, Variance Reduction Techniques, and Validation.

Simulation Languages: Continuous Simulation Languages – Block Structured Continuous Simulation Languages, Expression Based Languages;

Discrete Simulation Languages- SIMSCRIPT, GPSS, SIMULA; Factors in selection of Discrete Simulation Languages.

Text Books:

1. Narsingh Deo System Simulation with Digital Computer, Prentice- Hall of India Pvt. Ltd., New Delhi.

2. Francis Neelamkavil, Computer Simulation and Modelling, John Wiley and Sons, New York.

Reference Books:

1. Gordon G. System Simulation, Prentice- Hall of India Pvt. Ltd., New Delhi.

2. Averill M. Law and W David Kelton, Simulation Modelling And Analysis, Tata McGraw- Hill Publishing Company Limited,    New Delhi.

3. Julian Reitman, “Computer Simulation Applications”, John Wiley and Sons, New York.

4. James A Payne, Introduction to Simulation, McGraw- Hill International Editions (Computer Science Series), New York.

CS-DE-24 OPERATING SYSTEMS

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

Introductory Concepts: Operating system functions and characteristics, historical evolution of operating systems, Real time systems, Distributed systems, Methodologies for implementation of O/S service system calls, system programs, Interrupt mechanisms.

CPU Scheduling:  Levels of Scheduling, Comparative study of scheduling algorithms, Multiple processor scheduling.

Concurrent Processes: Critical section problem, Semaphores, Classical process co-ordination problems and their solutions, Inter-process Communications.

Deadlocks: Deadlock characterization, Deadlock prevention and avoidance, Deadlock detection and recovery, practical considerations.

UNIT – II

Storage Management: Storage allocation methods: Single contiguous allocation, Multiple contiguous allocation, Paging; Segmentation combination of Paging and Segmentation, Virtual memory concepts, Demand Paging, Page replacement Algorithms, Thrashing.

File Systems: Functions of the system, File access and allocation    methods, Directory Systems: Structured Organizations, directory   and file protection mechanisms, implementation issues: hierarchy of file and device management.

Hardware Management: Hardware Organization, Device scheduling policies.

Protection: Goals of protection, mechanism & policies implementation dynamic protection structures, revocation protection schemes in UNIX / MULTICS.

Case Studies: Comparative study of DOS, WINDOW, UNIX & LINUX system.

Text Books:

1. Silberschatz A., Galvin P.B.,and Gagne G., Operating System Concepts, John Wiley & Sons, Inc.,New York.

2. Sumitabha Das, UNIX concepts and Applications, Tata McGraw-Hill Publishing Company, New Delhi.

Reference Books:

1. Godbole, A.S. Operating Systems, Tata McGraw-Hill Publishing Company, New Delhi.

2. Ritchie, Colin , Operating Systems incorporating UNIX & Windows, BPB Publications, New Delhi.

3. Deitel, H.M., Operating Systems, Addison- Wesley Publishing Company, New York.

4. Tanenbaum, A.S., Operating System- Design and Implementation, Prentice Hall of India, New Delhi.

5. Stalings William, Operating System, Prentice Hall of India, New Delhi. 

6. Thomas Dr. Rebecca, Yates Jean, UNIX, Osborne McGraw-Hill Publishing Company, Berkeley, USA.





CS-DE-25 DATABASE SYSTEMS

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

Basic Concepts: File Systems vs. DMBS, Characteristics of the Data Base Approach, Abstraction and Data Integration, Database users, Advantages and Disadvantages of a DBMS.

Data Base Systems Concepts and Architecture:   Data Models, Schema and Instances, DBMS architecture and Data Independence, Data Base languages and Interfaces, DBMS functions and component modules.

Entity Relationship Model:  Entity Types, Entity Sets, Attributes & keys, Relationships, Relationships Types, Roles and Structural Constraints, Design issues, E-R Diagrams, Design of an E-R Database Schema, Reduction of an E-R schema to Tables. 

Relational Data Model:  Relational model concepts, Integrity constraints over Relations, Relational Algebra – Basic Operations. 

SQL: DDL, DML, and DCL, views& Queries in SQL, Specifying Constraints & Indexes in SQL. 

Relational Data Base Management System: ORACLE, Basic structure, Date Base Structure & its manipulation in ORACLE, Storage Organization in ORACLE, Programming ORACLE Applications.

Conventional Data Models: An overview of Network and Hierarchical Data Models.

UNIT – II

Relational Data Base Design:  Functional Dependencies, Decomposition, Normal forms based on primary keys (1 NF, 2 NF, 3 NF, & BCNF), Multi-valued Dependencies, 4 NF, Join dependencies, 5 NF, Domain key normal form.

Practical Data Base Design:   Role of Information systems in Organizations, Database design process, physical database design in Relational Database.

Transaction Processing Concepts:   Introduction to Transaction Processing, Transaction & System Concepts, Properties of Transaction, Schedules and Recoverability, Serializability of Schedules. 

Concurrency Control Techniques:  Locking Techniques, Time stamp ordering, Multi-version Techniques, Optimistic Techniques, Granularity of Data items.

Recovery Techniques: Recovery concepts, Recovery Techniques in centralized DBMS.

Data Base Security: Introduction to Data base Security issues.

Text Books:

1. Elmasri & Navathe, Fundamentals of Database systems, 5th edition, Pearson Education.

2. Thomas Connolly Carolyn Begg, Database Systems, 3/e, Pearson Education.

Reference Books:

1. Korth & Silberschatz, Database System Concept, 4th Edition, McGraw Hill International Edition.

2. Raghu Ramakrishnan & Johannes Gehrke, Database Management Systems, 2nd edition, Mcgraw Hill International Edition.

3. Peter Rob, Carlos Colonel, Database system Design, Implementation, and Measurement, Cengage Learning, 2nd Ed.

4. Database Systems, A practical Approach to Design, Implementation and Management, Pearson Education- 3e

5. C.J. Date,  An Introduction to Data Bases Systems 7th Edition, Addison Wesley N. Delhi.

6. Bipin C. Desai, An Introduction to Database System, Galgotia Publication, N. Delhi.

7. Abbey, Abramson & Corey, Oracle 8i-A Beginner’s Guide, Tata McGraw Hill.

8. Ivan Bayross, SQL, PL/SQL- The Program Language of ORACLE, BPB Publication.

CS-DE-26(I) Computer Oriented Optimization Techniques

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

Introduction: The Historical development, Nature, Meaning and Management Application of Operations research.  Modelling, Its Principal and Approximation of O.R.Models, Main characteristic and phases, General Methods of solving models, Scientific Methods, Scope, Role on Decision Making and Development of Operation Research in India.

Linear Programming: Formulation, Graphical solution, standard and matrix form of linear programming problems, Simplex method and its flow chart, Two-phase Simplex method, Degeneracy.

Duality: Definition of Dual Problem, General Rules for converting any Primal into its Dual, Dual Simplex method and its flow chart.

UNIT – II

Integer Programming: Importance, Applications and Classification, Gomory's all integer programming problem technique and its flow chart, Branch and Bound Method.

Assignment Models: Formulation of problem, Hungarian Method for Assignment Problems, Unbalanced Assignment Problems.

Queuing Models: Introduction, Applications, Characteristic, Waiting and Ideal time costs, Transient and Steady states, Kendall's Notations, M/M/1, M/M/C, M/Ek/1 and Deterministic Models. (No Mathematical derivations included).

PERT and CPM: Basic steps in PERT/CPM, Techniques, Network Diagram Representation, Forward and Backward Pass-computation, Representation in Tabular form, Determination of Critical path, Critical activity, Difference between CPM and PERT, Floats and Slack Times.

Text Books:

1. Gupta P.K., Hira and D.S., Operation Research, Sultan Chand & Sons, New Delhi.

2. Sharma, S.D., Operations Research, Kedar Nath and Ram Nath, Meerut.

Reference Books:

3. Kanti Swarup, Gupta P.K. & Man Mohan, Operation Research, Sultan Chand  & sons, New Delhi.  

4. Mittal, K.V., Optimization Methods in Operations Research and System Analysis, New Age International  (P) Ltd., New Delhi.

5. Rao S.S., Optimization Theory and Applications, Wiley Eastern Ltd. New Delhi.

6. Taha, H.A., Operation Research – An Introduction, McMillan Publishing Co, New York.

7. Bazara, Operation Research & Networking, Wiley.

8. Avieral, Optimization Techniques.

CS-de-26(ii) ANALYSIS AND DESIGN OF ALGORITHMS

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

Introductory Concepts: Review of important data structures and programming   techniques,   analyzing   algorithms,    asymptotic notation, recurrence relations, introductory concepts in program verification and testing, structured design methodology.

Design   Structures  :  Outline  of  the  general   method,   its illustration with several well chosen examples for the  following basic  algorithm  design  strategies: Divide  &  Conquer,  Greedy method,   Dynamic   Programming,  Basic  search   and   traversal Techniques, Basic tracking, Branch and Bound.

UNIT – II

Lower  Bound  Theory : Comparison trees,  oracles  and  adversary arguments,  techniques  for algebraic problems, lower  bounds  on parallel computation.

NP-Hard and NP-Complete Problems:  Basic concepts,   Cook's theorem, examples of NP-Hard problems, approximation algorithms.

Text & Reference Books:

1. Horowitz, Ellis and Sahni, Sartaj, Fundamentals of Computer Algorithms, Galgotia Publications.

2. Aho, Hopcroft, and Ullman, The Design and Analysis of Computer Algorithms, Addison Wesley.

3. Horowitz, E. and Sahni, S., Fundamentals of Data Structure, Galgotia Publications.

4. Trembley and Sorenson, An Introduction of Data Structures, with Applications, McGraw Hill.

5. Goodman, S.E., and Hetedniemi, S.T., Introduction to the Design and Analysis of Algorithms, McGraw Hill.

*

CS-DE-26(III) COMPILER CONSTRUCTION

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

Introduction to Compiling: Compilers and phases of compilation, analysis-synthesis model of translation, compiler construction tools.

Lexical Analysis: Process of lexical analysis, finite state automata, DFA and NFA, recognition of regular expressions, LEX.

Syntax Analysis: Process of syntax analysis, types of grammar, top-down and bottom-up parsing techniques, parser generator.

Intermediate Code Generation: Intermediate languages, generating intermediate   code   for   declarative   statement,   assignment statement, boolean expression, and case statement. 

UNIT – II

Code Optimization: Introduction to code optimization, potential cases of code optimization, optimization of basic blocks, loops in flow graphs, code improving transformation.

Code  Generation : Issues in the design of a code generator,  the  target  machine,  dynamic storage management,  translating  basic  blocks,  a simple code generator, peephole optimization,  directed  acyclic  graphs and basic blocks, code generation  from  directed  acyclic graphs.

Overview of syntax directed translation scheme, type checking, type conversion, function and operator overloading, parameter passing.

Text books:

1. Aho, Lam, Sethi, & Ullman, Compilers: Principles, Techniques and Tools, Addison Wesley, 2007.

2. Alfred V Aho and Jeffery D Ullman, Principles of Compiler Design, Narosa/Addison Wesley

Reference Books:

1. Raghavan V, Principles of Compiler Design, Tata McGraw Hill, 2009.

2. Jean Paul Tremblay and Sorenson, The Theory and Practice of Compiler Writing, McGraw Hill

3. Henk Alblas et al, Practice & Principles of Compiler Building with C, PHI.

4. Trembley & Sorenson, Principles of Compiler Design, McGraw Hill.

CS-DE-26(iv) ARTIFICIAL INTELLIGENCE

Maximum Marks: 100

Minimum Pass Marks: 40



Time: 3 hours



Note: Examiner will be required to set TEN questions in all selecting FIVE questions from each unit. Students will be required to attempt FIVE questions in all selecting at least two questions from each unit. All questions will carry equal marks.

UNIT – I

Introduction: Background and history, Overview of AI applications areas.

The  predicate  calculus: Syntax and  semantic  for  propositional logic  and  FOPL, Clausal form, inference rules,  resolution  and unification.

Knowledge   representation:  Network   representation-Associative network & conceptual graphs, Structured representation- Frames & Scripts. 

Search strategies: Strategies for state space search-data  driven and  goal  driven search; Search  algorithms-  uninformed  search (depth   first,  breadth  first,  depth  first   with   iterative deepening)  and  informed search (Hill climbing, best  first,  A* algorithm,  mini-max etc.), computational complexity,  Properties of  search  algorithms-Admissibility,  Monotonicity,  Optimality, Dominance, etc.

UNIT – III

Production system: Types of production system-commutative and non-commutative production systems, Decomposable and non-decomposable production systems, Control of search in production system.

Rule  based expert systems: Architecture,  development,  managing uncertainty   in  expert  systems - Bayesian  probability   theory, Stanford   certainty  factor  algebra,  Nonmonotonic  logic   and reasoning  with beliefs, Fuzzy logic, Dempster/Shaffer  and  other approaches to uncertainty. 

Knowledge acquisition:  Types of learning, learning automata, genetic algorithms, intelligent editors, learning by induction.

AI Programming Language: PROLOG: Introduction, Clauses: Facts, goals and rules. Prolog unification mechanism, arithmetic operator, list manipulations, Fail and Cut predicates.

Text Books:

1. George   F.  Luger, Artificial Intelligence, 5th edition, Addison Wesley, 2008.

2. Dan W. Patterson Introduction to Artificial Intelligence and Expert system PHI.

Reference Books:

1. Ben Coppin, Artificial Intelligence Illuminated, Narosa Publishing House – 2005.

2. Eugene Charniak, Drew McDermott Introduction to Artificial Intelligence Addison Wesley-2000.

3. Nils J. Nilsson Principles of Artificial Intelligence Narosa publishing house.

4. Jackson Peter, Introduction to Expert systems, 3rd   ed., (Addison Wesley -2000).

